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Foreword 

Dear Participant, 

On behalf of the Section of Mathematical and Information Sciences 
of the Association of Hungarian PhD and DLA Students it gives me 
great pleasure to welcome you to Debrecen on the occasion of the 
5th Winter School of PhD Students in Informatics and 
Mathematics. The aim of our workshop is to expand the 
multidisciplinary scientific network of PhD students and improve 
their professional skills via an intensive course. 

The scientific programme includes academic and industrial 
lectures accompanied with an intensive and practicaly course in 
the topic of computer graphics and modeling, and a poster session 
presenting results in various fields of information technology and 
mathematics. 

Let me take this opportunity to wish you an exciting technical 
meeting at the University of Debrecen and a pleasant stay in the 
beautiful city of Debrecen.  

 

Debrecen, March 2018 

 

 

 Hudoba Pe ter 

Section of Mathematical and Information Sciences 

Association of Hungarian PhD and DLA Students 
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Introduction of the Scientific Section 

 

Name of the Section 
Section of Mathematical and 
Information Sciences 

Association of Hungarian PhD 
and DLA Students 

Chairman 
Hudoba Pe ter 

Scientific disciplines 
Informatics, Mathematics 

Webpage 
www.doszmito.hu 

Contact 
Phone: +36 1 222 1819 

Fax: +36 1 220 3608 

Email: mito@dosz.hu 

Address 
Bajza u. 32., Budapest 

H-1062 Hungary 
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Introduction 

The Section of Mathematical and Information Sciences of the 
Association of Hungarian PhD and DLA Students was established 
in June 2013. The members of the section come from the different 
doctoral schools in information technology and mathematics 
across the country. The main goal of the section is to support the 
PhD students with information about conferences, scholarship 
opportunities and workshops. 
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The catalyst of the IT field in Hungary over half 
a century: 

The John von Neumann Computer Society turns 
50 years old 

 
The John von Neumann Computer Society (NJSZT) was 
established in 1968. Its first president, Rezső Tarján was one of 
the pioneers of Hungarian cybernetics. Computers in Hungary had 
existed for barely nine years at the time of NJSZT’s establishment. 
During its first decade, NJSZT became a relevant scientific 
organisation with a national scope and gained significant 
experience all over Hungary in organizing conferences to offer a 
platform for specialists working in this new field of science. NJSZT 
soon joined the international network of computer societies as 
well. 

Thanks to NJSZT’s General Secretary, Gyo zo  Kova cs, first of all, the 
organization opened up towards the youth and the general public 
in the 1980s. It was NJSZT that launched Mikroszámítógép 
Magazin [Microcomputer Magazine], the first popular magazine 
on computer science which also reached students. NJSZT 
promoted the spread of school and home computers, the 
movement of computer clubs and distant learning. Talent support 
gained increasing significance: approximately 300.000 
Hungarians participated in NJSZT’s talent support 
programme and took part in competitions ever since. 

NJSZT’s Managing Director, István Alföldi formulated NJSZT’s 
mission in 1997 as follows: preserving the values of the past, 
adapting to the present, and influencing the future. 

Preserving the values of the past: in an unparalleled effort 
among civil society organisations, NJSZT undertook the task of 
establishing and developing a permanent exhibition on ICT 
history.  
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The exhibition entitled The Past of the Future was opened by 
Marina von Neumann Whitman, John von Neumann’s daughter, 
in 2013. Since it was opened, the exhibition has been regularly 
renewed and complemented with temporary exhibitions. The 
permanent exhibition draws on the collection of the Computer 
History Museum Foundation, set up with contribution from 
NJSZT, in order to preserve items of interest for the public. The 
exhibition can be accessed at ajovomultja.hu. The professional 
community of NJSZT’s Forum on IT History has created and 
continues to develop a database of uniquely valuable materials on 
IT history. The digital database can be accessed at: itf2.njszt.hu. 

Adapting to the present: NJSZT is committed to digital equality 
and a leading promoter of digital literacy. Thanks to NJSZT, 
more than half a million Hungarians have attained ECDL 
(European Computer Driving Licence) certification of their 
digital competences. In the enhanced ECDL system, NJSZT has 
pioneered in introducing modules on IT security and ICT in 
Education for non-ICT teachers, and has also published free-of-
charge downloadable learning materials. By today, eleven fully-
attended conferences have been held on issues related to Digital 
Equality (DE!) at Hotel Gelle rt. 

Influencing the future:  NJSZT’s professional communities and 
regional organizations can be found all over Hungary. NJSZT 
exerts all efforts to raise awareness to issues of robotics and 
artificial intelligence, and related benefits, “risks and side 
effects”. In the framework of Horizon 2020 programme, NJSZT 
contributes to an Austrian-Hungarian project that aims at 
curriculum development for robotics and AI. Alongside all these 
initiatives, talent support remains one of NJSZT’s main missions, 
and successful Hungarian participation in international student 
Olympics is one of the proofs. 

njszt.hu    ajovomultja.hu  
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Travel Information 
 
The WSPS V. will be held at the Faculty of Informatics, University of 
Debrecen. 
 

Important addresses: 
 
Faculty of Informatics, University of Debrecen:  Kas-
sai street 26. 
Sport Hotel: Oláh Gábor street 5. 
.ÁÇÙÅÒÄÅÉ OÔÔÅÒÅÍȡ Egyetem Avenue 1. 
*ÏÙÃÅȭÓ )ÒÉÓÈ 0ÕÂȡ Laktanya street 50. 
.ÁÇÙÅÒÄÅÉ 6þÚÔÏÒÏÎÙȡ Pallagi street 7. 
Train Station:  Petőfi Square 12. 
Free Parking:  Táncsics Mihály street or at the Sport 
Hotel in a closed parking lot 
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How to get to the Sport Hotel Debrecen from the train sta-
tion? 
 
 
You need to take tram number 1 from the train station (Nagyál-
lomás) to Nagyerdei Boulevard (Nagyerdei körút). After, you can 
reach the hotel by walk. Tram stops are marked in the map, below. 
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Lecturers 

 

Dr. Ildikó Papp is a lecturer at the Faculty of 
Informatics, University of Debrecen.  
She earned her PhD degree in Finsler 
Geometry in 2006, but the current research 
topics are Constructive and Descriptive 
Geometry, Geometric modeling of curves and 
surfaces, 3D printing technologies and 
Experience-based teaching methods. She is a 
founder Constructive Geometry Society 
(Hungary), and a member John von 
Neumann Computer Society (Hungary)Φ 
 

 

Dr. László Szirmay-Kalos was graduated at 
the Budapest University of Technology and 
Economics in 1987 where he became a full 
professor of computer graphics in 2001. His 
research interests include Monte Carlo 
methods, production rendering, real-time 
rendering and games, medical imaging. He 
worked for companies like Hewlett-Packard, 
Intel, Mediso, Ricoh, Z-lense, and Lichthof 

 

Dr. Attila Tanács is currently an assistant 
professor at the Department of Image 
Processing and Computer Graphics at the 
University of Szeged, Hungary. His research 
interests include image registration, medical 
imaging processing, visualization, and 
mobile image processing and graphics. 
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Dr. Henrietta Tomán is a lecturer at the 
Department of Computer Graphics and 
Image Processing, Faculty of Informatics, 
University of Debrecen. She obtained her 
PhD degree in Computer Science from the 
University of Debrecen, in 2015. (Title of the 
dissertation: Geometric Investigations in 
Loop Theory and in Image Processing  
Her main interest lies in medical image 
processing, discrete geometry and geometric 
modeling 
 

 

Dr. Gábor Valasek graduated from the 
Faculty of Informatics, Eo tvo s Lora nd 
University, where he remained as a senior 
lecturer until 2017. His research interests 
include geometric modeling, numerical 
methods, computer graphics, and GPU 
programming. Currently, he is working in the 
video game industry. 
 

 

 



 

мт 

Program 

5th Winter School of PhD Students in Informatics and 
Mathematics 

Debrecen, University of Debrecen 

2nd-4th March, 2018 

Day 1 - Friday, March 2, 20181 

12:30 – 14:00 Registration 
 &ÁÃÕÌÔÙ ÏÆ )ÎÆÏÒÍÁÔÉÃÓȟ 5ÎÉÖÅÒÓÉÔÙ ÏÆ $ÅÂÒÅÃÅÎ 

14:00 – 14:30 Opening ceremony 

14:30 – 15:30 VR - AR - MR -- Realities and their Current 
Applications 

 $ÒȢ !ÔÔÉÌÁ 4ÁÎÜÃÓ 

15:30 – 15:50 Coffee break 

15:50 – 18:20 Poster session and discussion 

19:00 – 21:30 Gala Dinner 
 .ÁÇÙÅÒÄÅÉ ÒÅÓÔÁÕÒÁÎÔ 

                                                           
1 The rooms can be occupied from 13:00. 
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Day 2 - Saturday, March 3, 2018 

7:00 – 9:00 Breakfast 

9:00 – 10:00 Getting started with 3D printing and modeling - 
presentation 

 $ÒȢ )ÌÄÉËĕ 0ÁÐÐ ÁÎÄ $ÒȢ (ÅÎÒÉÅÔÔÁ 4ÏÍÜÎ 

10:00 – 11:00 Getting started with 3D printing and modeling – 
3D modeling 

 $ÒȢ )ÌÄÉËĕ 0ÁÐÐ ÁÎÄ $ÒȢ (ÅÎÒÉÅÔÔÁ 4ÏÍÜÎ 

11:00 – 11:20 Coffee break 

11:20 – 12:20 Getting started with 3D printing and modeling – 
3D printing 

 $ÒȢ )ÌÄÉËĕ 0ÁÐÐ ÁÎÄ $ÒȢ (ÅÎÒÉÅÔÔÁ 4ÏÍÜÎ 

12:20 – 13:30 Lunch 
 *ÏÙÃÅ΄Ó )ÒÉÓÈ 0ÕÂ 

13:30 – 15:00 Monte Carlo Global Illumination Methods - 
presentation 

 $ÒȢ ,ÜÓÚÌĕ 3ÚÉÒÍÁÙȤ+ÁÌÏÓÉ 

15:00 – 16:30 Monte Carlo Global Illumination Methods - 
programming 

 $ÒȢ ,ÜÓÚÌĕ 3ÚÉÒÍÁÙȤ+ÁÌÏÓÉ 

16:30 – 16:50 Coffee break 

16:50 – 18:20 GPU programming and architectures - 
presentation 

 $ÒȢ 'ÜÂÏÒ 6ÁÌÁÓÅË 

18:20 – 19:40 Diner 
 *ÏÙÃÅ΄Ó )ÒÉÓÈ 0ÕÂ 

19:40 – 21:40 Visiting the Nagyerdei Ví ztorony 
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Day 3 - Sunday, March 4, 20182 

7:00 – 9:00 Breakfast 

9:00 – 10:00 Presentation about the supercomputer of the 
University of Debrecen 
$ÒȢ :ÏÌÔÜÎ 'ÜÌ 

10:00 – 11:30 GPU programming and architectures (Group A) 
$ÒȢ 'ÜÂÏÒ 6ÁÌÁÓÅË 

10:00 – 11:30 Visiting the supercomputer of the University of 
Debrecen (Group B) 
$ÒȢ :ÏÌÔÜÎ 'ÜÌ 

11:30 – 13:00 GPU programming and architectures (Group B) 
$ÒȢ 'ÜÂÏÒ 6ÁÌÁÓÅË 

11:30 – 13:00 Visiting the supercomputer of the University of 
Debrecen (Group A) 
$ÒȢ :ÏÌÔÜÎ 'ÜÌ 

13:00 - 14:00 Lunch 
*ÏÙÃÅ΄Ó )ÒÉÓÈ 0ÕÂ 

                                                           
2 The rooms must be left until 10:00, but it is available for the luggages 
to be stored in a separate room until lunch. 
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Topics 

Monte Carlo Global Illumination Methods 

Physically plausible rendering can produce realistic images 
because computation process simulates the laws of physics 
accurately. To solve the light transport problem, a Fredholm type 
integral equation needs to be solved, or equivalently, high-
dimensional dimensional integrals should be evaluated. To attack 
the curse of dimension, Monte Carlo or quasi-Monte Carlo 
quadrature rules are used. In this talk, we present the basic ideas 
of light transport and Monte Carlo integration, and develop a 
beatifully elegant and simple algorithm to compute the light 
transfer in scenes of diffuse and mirror like surfaces. This 
algorithm, called path tracing, is the core of production renderers 
used today to create computer generated images for movies. 
During the programming part of this presentation, a C++ 
framework should be extended with sampling and geometric 
calculation features to make the path tracing application 
complete. 

VR – AR – MR — Realities and their Current Applications 

With the advent of modern smartphone platforms and PCs with 
high level graphics capabilities, we can observe a rise in 
applications of different types of “Realities”, including Virtual 
Reality (VR), Augmented Reality (AR), and more recently MR 
(Mixed Reality). In the lecture, an overview is given what each 
keyword means, what their main components are, what the 
necessary technical requirements are to be fulfilled. Further, some 
applications in the field of physiology is presented to help patients 
recover from different illnesses using so called “Serious Games”. 
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Getting started with 3D printing and modeling 

Recently, 3D printing is one of the most dynamically developing 
technical activities. It has an impact not only on the revolution of 
manufacturing technology but 3DP changes the dynamics of 
consumer culture by turning users into active creators from 
passive consumers. The aim of our lecture and workshop is to 
introduce the most common 3DP technology (Fused Deposition 
Modeling) and to try a 3D modeling application considering the 
expectations of printable models. 
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HOW EXTRACT A HYPERGRAPHS MODEL 
REPRESENTATION BASED ON BUSINESS PROCESS USING   

FINITE STATES MACHINES 

Khawla Bouafia, Bálint Molnár 

Information Systems Department 
Eötvös Loránd University 

The analysis and design of information systems need powerful 
descriptive and representation method because of their 
complexity.  In this paper, we introduce and describe a proposal 
based on business process representation using finite state 
machines (FSMs).  The models are stored in a hypergraphs 
representation.  
The hypergraph representation will lay the foundation for 
describing Information Systems (IS) from various viewpoints and 
this representation yields a formal method to analyze the system 
and to check many properties (integrity, conformance, 
compliance, and consistency) of the set of models and offer a 
uniform treatment of the before-mentioned issues.     
The basic idea is that the very flexible mathematical structure, the 
hypergraph, provides a sound groundwork on which a formal 
structure can be built up through mapping the essential concept, 
construction, components, and constituents of the business 
process (BP). Thus, the representations of models for BP that 
mapped onto a hypergraph can be analyzed by either using more 
traditional tools as logic and inference rules or by a set of tools 
belonging to data science later.   
The model proposed in this paper is to define a hypergraph for a 
BP mapped on finite state machines which is a graph and 
automated formal model. This approach is based on describing the 
main elements of FSM   by defining concepts formulated with the 
assistance of components of the hypergraph elements and 
different patterns on simple and complex structures. 

4ÈÅ ÐÒÏÊÅÃÔ ÈÁÓ ÂÅÅÎ ÓÕÐÐÏÒÔÅÄ ÂÙ ÔÈÅ %ÕÒÏÐÅÁÎ 5ÎÉÏÎȟ ÃÏȤÆÉÎÁÎÃÅÄ ÂÙ ÔÈÅ 
%ÕÒÏÐÅÁÎ 3ÏÃÉÁÌ &ÕÎÄ ɉ%&/0ȤχȢϊȢχȤ6%+/0ȤυϊȤφτυϋȤττττφɊȢ 
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REAL-TIME RENDERING OF LOW-ORDER VISUAL 
ABERRATIONS USING COMPLEX PHASORS 

István Csoba, Roland Kunkli 

Faculty of Informatics 
University of Debrecen 

This paper presents a real-time method for rendering the sphero-
cylindrical refractive errors of the human eye. Our primary 
contribution is to prove that such visual aberrations can be 
effciently simulated by using complex phasors to represent the 
corresponding convolution kernel while introducing only 
negligible errors and producing nearly indistinguishable outputs. 
Furthermore, we developed a method for estimating the shape of 
the convolution kernel by inferring the characteristics of the point 
spread function of the target eye. This method can be used for 
scaling and orientating the complex phasors, allowing us to 
generate plausible renderings of such low-order refractive errors. 
We also explain how a simple spectacle lens prescription can be 
used to provide the entire algorithm with the data needed for the 
simulation, making our algorithm well accessible even without 
possessing an expensive wavefront aberration sensor. Finally, 
wepresent some example outputs generated with our algorithm 
and provide the average performance metrics of our reference 
implementation. This way we can show how the separable nature 
of such a filltering method can help us achieve near reference 
results in a fraction of the time, making our method well suited for 
designers, real-time entertainment software, and demonstration 
purposes as well). 

 

3ÕÐÐÏÒÔÅÄ ÂÙ ÔÈÅ ª.+0ȤυϋȤψ .Å× .ÁÔÉÏÎÁÌ %ØÃÅÌÌÅÎÃÅ 0ÒÏÇÒÁÍ /Æ 
4ÈÅ -ÉÎÉÓÔÒÙ /Æ (ÕÍÁÎ #ÁÐÁÃÉÔÉÅÓ. 
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MINIMUM ARC LENGTH CURVES & OPTIMIZATION IN 
SPLINE INTERPOLATION 

 

Gábor Fábián 

Faculty of Informatics 
Eötvös Loránd University 

Let us consider a spacecraft in the two dimensional plane, which 
can be moved in any direction from a given start point. Let us 
suppose that some sequence of points are given, and the points 
should to be visited in a given order, after that the spacecraft have 
to return to the start. The position and the velocity functions of 
time are required to be continuous. The question is: how should 
we move the spacecraft to reach the minimum distance traveled? 
The same problem in mathematical formulation sounds like: how 
can we define a differentiable closed planar curve, that 
interpolates in given points and it has minimum arc length? In this 
research we give a particular solution for this problem using 
periodic spline interpolation and optimization. The periodic 
spline interpolation problem has unique solution, besides the 
common boundary conditions there is no parameter that can be 
used in any types of optimization. Since many geometric 
applications require only the continuity of the first derivative, we 
try to introduce a parameter by leaving the condition for the 
continuity of second derivative at the endpoints of the period. We 
give exact formulas to calculate cubic spline interpolants with 
continuous first derivatives in all points of the period, and 
continuous second derivatives in all points except the boundary of 
the period. In this case, we have one free parameter to choose that 
is used to find a solution with optimal properties. The objective 
function of the optimization can be freely chosen, the parameter 
to be optimized is the second derivative given at the start point of 
the period. Using our optimization method we can give the 
approximate solution of the problem stated above. 
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Let us consider a finite sequence of planar points. We can define a 
closed edge loop along the points, and we can easily determine a 
parametrization of this edge loop. The coordinate functions of the 
parameterization are considered to be periodic cubic splines with 
the quasi periodic boundary conditions mentioned above. This 
way we can construct a differentiable curve that interpolates at 
given points, moreover we have free parameters which allows us 
to minimize the arc length subject to these parameters. We also 
present some test results. 
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ANALYSIS OF PRODUCT NUMBER SYSTEMS 

 

Péter Hudoba, Attila Kovács 

Faculty of Informatics  
Eötvös Loránd University 

The research of the generalized number systems contains many 
challenging areas. In this poster we provide some analysis on the 
following problem:  

Given ɤȟὓȟπ ὧȟȣȟὧ  and ɤȟὓȟπ ὨȟȣȟὨ  two 
number systems, in what circumstances the product system 
ɤȟὓȟὓȟὈ  will be a number system with the digit set 
Ὀ ὧ ὓὨȿᶅὭɴ ρȟȣὲȟᶅὮɴ ρȟȣά  

During our computer investigations we found many 
counterexamples. We are investigating in which cases the number 
system property preserves. 

[1]  Kova cs, A.,  On computation of attractors for invertible 
expanding linear operators in ᴚ}, Publ. Math. Debrecen 56/ 1-
-2, (2000), 97--120. 

[2]  Burcsi, P., Kova cs, A., Papp-Varga, Zs., Decision and 
Classification Algorithms for Generalized Number Systems, 
28 (2008), 141--156. 

[3]  Kova cs, A., On number expansions in lattices, Math. and Comp. 
Modelling, 8, (2003), 909--915. 
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BLABOO: A LIGHTWEIGHT BLACK BOX OPTIMIZER 
FRAMEWORK 

 

Péter Kiss, Dávid Fonyó, Tomás Horváth 

Department of Data Science and Engineering 
 Eötvös Loránd University 

BlaboO is an open source software initiative, that aims to help in 
the widest possible range of computation optimization problems, 
using arbitrary parameter-tuning technique. The software 
provides us an automatic easy-to-use optimization framework, 
focusing on the optimization of black box functions. The 
application, the manual and source can be downloaded from 

https://github.com/kppeterkiss/BlackBoxOptimizer 
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A NEW SKINNING METHOD FOR DYNAMIC MODELING 

Kinga Kruppa1, Roland Kunkli1, Miklós Hoffmann2 

1Faculty of Informatics 
University of Debrecen 

2Institute of Mathematics and Informatics 
Eszterházy Károly University 

Curve and surface modeling has always played an important role 
in Computer Aided Geometric Design; point-based methods have 
become standard and widely used in CAGD. In recent years, 
another approach has been developed: curve and surface 
modeling based on skinning of circles and spheres. Several papers 
have been published in this topic, and skinning has been applied 
in fields such as molecular biology, medical image processing, and 
computer animation.  
Due to interactivity, real-time skinning methods (such as [1, 2]) 
are preferred in modeling. A recent algorithm by Bastl et al. [2], 
however, changes the shape of the skin abruptly, not continuously 
— this means that the skinning method does not allow dynamic 
modeling even though the computations are in real time.  
Based on our work [3], we present a new, improved skinning 
method that offers continuous alteration of the shape of the skin 
and smooth transitions in the modeling phase. 

[1]  Kunkli, R., Hoffmann, M., Skinning of circles and spheres, 
Computer Aided Geometric Design Vol. 27 (8)(2010), 611–
621. 

[2]  Bastl, B., Kosinka, J., La vic ka, M., Simple and branched skins of 
systems of circles and convex shapes, Graphical Models, 78 
(2015), 1–9. 

[3]  Kruppa, K., Kunkli, R., Hoffmann, M., An improved skinning 
algorithm providing smooth transitions. Graphical Models 
(submitted, 2018). 
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PROJECTION SELECTION USING UNCERTAINTY IN 
BINARY TOMOGRAPHY  

 
Gábor Lékó, Péter Balázs, László G. Varga 

Department of Image Processing and Computer Graphics 
University of Szeged, Hungary 

Binary tomography focuses on the problem of reconstructing 
homogeneous objects from a small number of their projections. In 
many applications, incomplete projection data holds insufficient 
information for the correct reconstruction of the original object.
   
We use the algebraic formulation of the reconstruction problem. 
In this way, this problem can be formulated as a system of 
equations. Given the reconstruction task, we can also formulate 
the uncertainty of a projection set. Due to the incomplete 
information in the projection data, there can be several solutions 
of the reconstruction problem. Knowing all the reconstructions 
we could calculate the probability of a single pixel taking the value 
1. The probabilities given, we can determine the uncertainty of a 
pixel. We can also calculate the global uncertainty of the whole 
reconstruction by summing the pixel uncertainties. 
We provide an optimization-based method to select the “most 
informative” projection set, using information of global 
uncertainty. Beside the projection data we assume no further 
knowledge of the image to be reconstructed. By experimental test 
on software phantoms we found that our method is able to provide 
approximately as accurate reconstruction results as former 
methods can do, which, however, use blueprint images to find the 
optimal set of projections. 
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AUTOMATIC JAM CLASSIFICATION ALGORITHM WITH 
VEHICLE COMMUNICATION  

 
Krisztián Medgyes1,2, Tamás Kovács2 

 
1Faculty of Information Technology 
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2GAMF Faculty 
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We continued the research and developed the automatic 
congestion evaluation system by listing the different traffic 
situations in Fuzzy sets. With non discrete values, you can get a 
better picture of traffic situations. Creating the first steps of 
communication between vehicles. Our research team decided to 
use the WAVE protocol. So in our communica- tion, information 
exchange is based on IEEE 802.11p (WAVE) wireless 
communication. Leaving your own protocol involves placing a 
communication on a single existing platform. This also helps to 
spread our development as widely as possible. 
The use of IEEE 802.11p Wireless Access in Vehicular 
Environments (WAVE) is a vehicle-specific wireless 
communication protocol. Using this protocol, we provide 
communication between the moving vehicles. Moving vehicles can 
use the protocol to connect and share valuable information. In 
communication, we would use the information provided by the 
congestion evaluation system, the direction of travel, the speed, 
thus helping the other traffic users with information that would 
enable vehicles to know the destination better (both in time and 
at distance) to make an optimal route. 
The two important parameters in the optimal route calculation, 
which we processed: the typical rate of progress rate parameters 
and characteristic parameters of the traffic periodicity 
parameters.  
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The periodicity parameters of the velocity autocorrelation 
function is obtained from which further conclusions can be 
subtracted by thresholds preset in an algorithm.  
Applying the method to various traffic situations we are able to 
recognize and classify them. It can even be used in a fixed mobile 
GPS receiver data series as well.In our work  we used the data from 
satellites for mobile phones with GPS and GLONASS.The results 
obtained show that the classifying method can be made 
operational and by further measurements or algorithmic 
refinement whit more sensors (ESP, Airbag, Wheel angle of 
rotation), it is hoped that  the method will be applicable in the 
practice. 



 

оо 

COGNITIVE INFORMATION SYSTEMS  
OVERVIEW AND RESEARCH PROPOSAL 

 

Bálint Molnár, Dóra Mattyasovszky-Philipp 

Information Systems Department 
Eötvös Loránd University 

The rapid change of world causes new challenges in the business 
environment and in many other operational areas of enterprises. 
Those challenges likely increase the chance for client or customer 
satisfaction meanwhile improve companies’ efficiency, improve 
cost saving, optimize processes in operation and/or 
manufacturing, enhance security, reduce errors etc. Due to the 
complexity and to the rapid alterations within the environment, 
changes in the processes of enterprises are not able to answer 
these challenges easily in time, e.g. predicting the potential future 
events as one of the key elements of the long-term success, these 
events might have a direct impact on the organization future. 
Those required skills to manage the actual situation are rarely 
available in one single person or in one team, sometimes it is not 
affordable or not efficient, therefore one of the possible solution is 
to leverage the capability of a cognitive information system. There 
are many unanswered questions, unclear and sometimes 
misleading information about the cognitive information systems. 
The aim of the publication is to clarify the meaning of the cognitive 
system. To expand one of the definitions, meanwhile differentiate 
the cognitive information system from the traditional information 
systems, then conceptualize the primary areas of operation. Help 
to understand and imagine the future of cognitive informatics 
systems, cognitive operation and analyses in different segments, 
industries and in the world of enterprises with examples. In the 
areas presented, point to the potential benefits of the application 
and highlighting the importance of it. 
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TOPIC DETECTION IN ONLINE COMMUNITIES 

 

Barnabás Nagy, László Grad-Gyenge 

Faculty of Informatics 
Eötvös Loránd University 

In social media, the heterogeneity of content is extremely 
problematic. In most cases, the users are not labeling their 
contents and this is an essential problem for subsequent 
classification. The primary goal of this research is a deeper 
knowledge based similarity detection for the large number of user 
generated content. With regard to this, we involve various 
semantic modeling techniques in order to conduct topic detection 
on the text of natural language.  
Having the particular Facebook pages selected, the appearing 
posts are extracted utilizing the Facebook Graph API. The text is 
then tokenized by applying the de facto standard Hunspell 
morphological analyzer. As the next step, in order to develop the 
final, semantic representation of the posts, one of the pre-selected 
semantic modeling tool is applied. The concrete semantic 
modeling methods are LSI [1], LDA [2] and aggregated Word2Vec. 
The developed semantic space of the social media posts is 
visualized by the stochastic embedding technique, t-SNE. Topic 
clusters are evolved by the HDBScan [3,4] clustering method. In 
our short paper, we would like to present the comparison of the 
topic clusters as the primary result of our work. 
Regarding the implementation our software, a modular 
processing pipeline has been defined. The scalability is ensured by 
RabbitMQ and Apache Cassandra. While Apache Cassandra is a 
high performance, scalable keystore, RabbitMQ is involved to 
distribute the tasks between the software components in a 
scalable manner. 
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ALGORITHMS TO FIND ISOPTIC SURFACES OF 
POLYHEDRAL MESHES 

 

Ferenc Nagy1, Roland Kunkli1, Miklós Hoffmann2 

1Faculty of Informatics 
University of Debrecen 

2Institute of Mathematics and Computer Science 
Eszterházy Károly University 

Isoptics in the three-dimensional Euclidean space are not widely 
studied. The isoptic surface of a three-dimensional shape is 
recently defined by Csima and Szirmai [1] as the generalization of 
the well-known notion of isoptics of curves: 
The isoptic surface of an arbitrary compact domain  ꜠is the locus 
of points 0 where the measure of the projection of  ꜠onto the unit 
sphere around 0 is equal to a given fixed value α.  
In that paper, an algorithm has also been presented to determine 
isoptic surfaces of convex polyhedra. Moreover, the method 
cannot be extended to concave shapes.  
In this poster, we present new searching algorithms to find points 
of the isoptic surface of a triangulated model in  which works 
for convex and concave polyhedral meshes as well. Furthermore, 
an alternative definition of the isoptic surface of a shape will also 
be presented. 

[1]  G. Csima, J. Szirmai: Isoptic surfaces of polyhedra, Computer 
Aided Geometric Design 47 (2016), 55--60. 

The first author was supported by the construction EFOP-3.6.3-VEKOP-16. The 
project has been supported by the European Union, co-financed by the Euro-
pean Social Fund. 
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CT SCANNER CALIBRATION BASED ON OPTIMIZATION 

 

Csaba Olasz, László G. Varga, Antal Nagy 

Department of Image Processing and Computer Graphics 
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Nowadays became the use of the CT scanners a common practice 
in the industry. There are two main reason for this. First, we can 
do non-destructive material testing with CT scanners [1]. Second, 
the CT scanners can have various applications. Common 
applications are for example, quality control [2], complex 
structural analysis [3], or the examination of material damage [4]. 
Knowing of the projection geometry is essential for the operation 
of CT scanners. The application influence the required precision, 
which depends on the projection geometry. The world’s processes, 
such as miniaturization, or the desire to learn small details require 
more and more precisely projection geometries. 
Our work is the fine-tuning of a currently operating industrial CT 
scanner based on the perfection of the geometry. To do this, we 
first determinate the accurate geometric parameters of the 
scanner, and we compare the current geometry to a mechanically 
perfectly accurate (desired) geometry. The comparison gives us 
the inaccuracies or errors of the CT scanner. When these errors 
are eliminated, the resolution of the CT scanner will be improved, 
and the extension of its applicability can be possible. 
The results can be used to improve the CT scanners accuracy in 
two ways. On one hand, we can use the improved geometries in 
the reconstructions. On the other hand, the results shed light to 
mechanical errors, which we have to repair physically in the CT 
scanner in situ. 

  



 

оу 

[1]  J. Baumann, Z. Kiss, S. Krimmel, A. Kuba, A. Nagy, L. Rodek, B. 
Schillinger, J. Stephan, $ÉÓÃÒÅÔÅ 4ÏÍÏÇÒÁÐÈÙ -ÅÔÈÏÄÓ ÆÏÒ 
.ÏÎÄÅÓÔÒÕÃÔÉÖÅ 4ÅÓÔÉÎÇ, Chapter 14 of [8], 303–331, 2007. 

[2]  S. Carmignato, #ÏÍÐÕÔÅÄ ÔÏÍÏÇÒÁÐÈÙ ÁÓ Á ÐÒÏÍÉÓÉÎÇ ÓÏÌÕÔÉÏÎ 
ÆÏÒ ÉÎÄÕÓÔÒÉÁÌ ÑÕÁÌÉÔÙ ÃÏÎÔÒÏÌ ÁÎÄ ÉÎÓÐÅÃÔÉÏÎ ÏÆ ÃÁÓÔÉÎÇÓȟ 
-ÅÔÁÌÌÕÒÇÉÃÁÌ Science and Technology, Volume, 30-1 - Ed. 
2012. 

[3]   J. Lambert, A.R. Chambers, I. Sinclair, S.M. Spearing, χ$ 
ÄÁÍÁÇÅ ÃÈÁÒÁÃÔÅÒÉÓÁÔÉÏÎ ÁÎÄ ÔÈÅ ÒÏÌÅ ÏÆ ÖÏÉÄÓ ÉÎ ÔÈÅ ÆÁÔÉÇÕÅ ÏÆ 
×ÉÎÄ ÔÕÒÂÉÎÅ ÂÌÁÄÅ ÍÁÔÅÒÉÁÌÓ, Elsevier, Composites Science 
and Technology, Volume 72, Issue 2, Pages 337-343, 2012. 

[4]   D.J. Bull, L. Helfen, I. Sinclair, S.M. Spearing, T. Baumbach, !  
ÃÏÍÐÁÒÉÓÏÎ ÏÆ ÍÕÌÔÉȤÓÃÁÌÅ χ$ 8ȤÒÁÙ ÔÏÍÏÇÒÁÐÈÉÃ ÉÎÓÐÅÃÔÉÏÎ 
ÔÅÃÈÎÉÑÕÅÓ ÆÏÒ ÁÓÓÅÓÓÉÎÇ ÃÁÒÂÏÎ ÆÉÂÒÅ ÃÏÍÐÏÓÉÔÅ ÉÍÐÁÃÔ 
ÄÁÍÁÇÅ, Elsevier, Composites Science and Technology, 
Volume 75, Pages 55-61, 2013. 

4ÈÉÓ ÒÅÓÅÁÒÃÈ ×ÁÓ ÓÕÐÐÏÒÔÅÄ ÂÙ ÔÈÅ ÐÒÏÊÅÃÔ ΅)ÎÔÅÇÒÁÔÅÄ ÐÒÏÇÒÁÍ ÆÏÒ ÔÒÁÉÎÉÎÇ ÎÅ× 
ÇÅÎÅÒÁÔÉÏÎ ÏÆ ÓÃÉÅÎÔÉÓÔÓ ÉÎ ÔÈÅ ÆÉÅÌÄÓ ÏÆ ÃÏÍÐÕÔÅÒ ÓÃÉÅÎÃÅ΅ȟ ÎÏ %&/0ȤχȢϊȢχȤ6%+/0ȤυϊȤ
φτυϋȤτττφȢ 4ÈÅ ÐÒÏÊÅÃÔ ÈÁÓ ÂÅÅÎ ÓÕÐÐÏÒÔÅÄ ÂÙ ÔÈÅ %ÕÒÏÐÅÁÎ 5ÎÉÏÎ ÁÎÄ ÃÏȤÆÕÎÄÅÄ 
ÂÙ ÔÈÅ %ÕÒÏÐÅÁÎ 3ÏÃÉÁÌ &ÕÎÄȢ 4ÈÉÓ ÒÅÓÅÁÒÃÈ ×ÁÓ ÓÕÐÐÏÒÔÅÄ ÂÙ ÔÈÅ /4+! ÇÒÁÎÔ ÏÆ ÔÈÅ 
.ÁÔÉÏÎÁÌ 3ÃÉÅÎÔÉÆÉÃ 2ÅÓÅÁÒÃÈ &ÕÎÄȢ 0ÒÏÊÅÃÔ ÎÕÍÂÅÒȡ +υυφύύόȢ 0ÒÏÊÅÃÔ ÔÉÔÌÅȡ 
Ȱ$ÉÓÃÒÅÔÅ 4ÏÍÏÇÒÁÐÈÙ ÆÒÏÍ )ÎÃÏÍÐÌÅÔÅ ÁÎÄ 5ÎÃÅÒÔÁÉÎ $ÁÔÁȡ -ÏÄÅÌÌÉÎÇȟ 
!ÌÇÏÒÉÔÈÍÓȟ ÁÎÄ !ÐÐÌÉÃÁÔÉÏÎÓȱ 

http://www.sciencedirect.com/science/article/pii/S0266353811004155#!
http://www.sciencedirect.com/science/article/pii/S0266353811004155#!
http://www.sciencedirect.com/science/article/pii/S0266353811004155#!
http://www.sciencedirect.com/science/article/pii/S0266353811004155#!
http://www.sciencedirect.com/science/journal/02663538/72/2
http://www.sciencedirect.com/science/article/pii/S0266353812004137#!
http://www.sciencedirect.com/science/article/pii/S0266353812004137#!
http://www.sciencedirect.com/science/article/pii/S0266353812004137#!
http://www.sciencedirect.com/science/article/pii/S0266353812004137#!
http://www.sciencedirect.com/science/article/pii/S0266353812004137#!
http://www.sciencedirect.com/science/journal/02663538/75/supp/C


 

оф 

RELATIONSHIP VISUALIZATION OF TABULAR DATA 
BASED ON HYPERBOLIC GEOMETRY 

György Papp, Roland Kunkli 

Faculty of Informatics 
University of Debrecen 

Evaluating all available information in order to take the best 
course of action in any situation or to find the missing piece for the 
puzzle that can lead to new discoveries is a tremendous and 
complex task. Therefore, nowadays, it is a common procedure to 
visualize this information to support the process of making 
decisions and conclusions based on the data. This can be a set of 
relationships described by tables, which is an efficient form to 
store them; however, it is not the most suitable one for their 
evaluation. Thus, we proposed a visualization technique based on 
Circos, which is a well-known application for genomic and tabular 
data visualization, to create a diagram with reduced clutter by 
using our recommended features. We used the same Be zier curve 
with the same settings for the parameters as in Circos. However, 
these curves do not behave well in some cases. Our proposed 
solution to this problem is to replace the Be zier curves with lines 
of the Poincare  disk model because of their useful properties. In 
this work, we describe these problematic cases, and we introduce 
how we can avoid unnecessary intersections by constructing a 
connection with the help of the Poincare  disk model. Then, we 
compare the results generated by using the two different types of 
connections to show the difference between them. 
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EXTREMELY OVERLAPPING COMMUNITIES 
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Telecommunication networks have been an important and 
interesting target of data mining researchers as they provide an 
almost endless stream of data to be analyzed. The main points of 
interest are methods and algorithms taking advantage of CDR (Call 
Data Record) data. These records are always made when a text 
message or call is made or received since they are necessary for 
billing purposes. They can be used to shed light on a wide range of 
statistics especially if we can pair the records up with files 
containing personal information about subscribers. Provided that 
CDR data contain enough information, we can build a call graph 
where vertices are users and edges are calls between users. 
Analysing such graphs opens the way to very interesting 
discoveries. The one this research focuses on is community 
detection, more specifically a case called overlapping community 
detection. The regular one is identified with the task of classifying 
all vertices to disjoint communities based on some 
property/feature common in users from the same community. 
Overlapping communities are not disjoint - there can be users in 
intersections. My approach is novel in a way that in the first place 
it is assumed that most of the vertices are part of multiple 
communities (e.g. work, family, friends, etc). My goal is to come up 
with definitions, tools, and methods which would help identifying 
them in a reasonable time. 
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FRACTAL ANALYSIS ON EVOLVING APOLLONIAN 
NETWORKS  
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In this poster we apply the Ndim fractal dimension algorithm on 
evolving Apollonian networks (EANs). We highlight a fixed point 
theorem at one of the boundary cases of EANs, and also compare 
the fractal dimension values of EANs calculated depending on 
probability and iteration parameters too. 

[1]  Hahn, K., Massopust, P., Prigarin, S., A new method to measure 
complexity in binary or weighted networks and applications 
to functional connectivity in the human brain, BMC 
Bioinformatics.2016, 17:87. 
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on Systems, Man and Cybernetics. 13(1983), 3: 353-363. 

[3]  Simon, L., Soos, A., Fixed point theorem on high dimensional 
Apollonian networks, In: Ioan Dumitrache, Adina Magda 
Florea, Florin Pop, Alexandru Dumitracu (ed.): IEEE 
Proceeding of CSCS21 - 21st International Conference on 
Control Systems and Computer Science, 2017, 441-446. 

[4]  Z. Zhang, L. Rong, Zhou., S., Evolving Apollonian networks 
with small-world scale-free topologies, Physics Review E, 
74(2006), 046105. 
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BINARY IMAGE RECONSTRUCTION WITH STRIP 
CONSTRANTS 

Judit Szűcs, Péter Balázs 
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In discrete case the basic aim of image reconstruction is to create 
2D images from their sets of line sums taken along parallel lines in 
different directions (projection) [1]. In binary tomography (BT), 
the images to reconstruct can contain only black and white pixels 
and can be represented by binary matrices, where 1 stands for the 
object (black) and 0 stands for the background (white) pixels. 

There are a lot of difficulties in BT, i.e. binarization, measurement 
errors, existence of switching components [2]. (A switching 
component in a binary matrix ὓ is a set of four positions 
ὭȟὮȟὭȟὮȟὭȟὮȟὭȟὮ ρ ὭȟὭ άȟρ ὮȟὮ ὲ). 

In the reconstruction process the prior knowledge is often 
incorporated into an energy function, thus the reconstruction 
issue is equivalent to a function minimization problem.  

Motivated by nonogram puzzles [3], we introduce a novel prior to 
describe the expected texture of the reconstructed image: the 
number of strips in each row and column. The problem is in 
general NP-hard. We first reformulate the reconstruction as a 
Constraint Satisfaction Problem (CSP) that is solved by a system of 
linear equations. Although this method gives an exact solution it is 
hardly applicable in practice, as the problem turns out to be NP-
complete. As an alternative approach we also present a method 
based on simulated annealing [4] that gives an approximate 
solution only, however works faster than the CSP-based approach.  
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In our case the energy function to minimize is 

Ὢὼ ᴁὌ Ὄᴂᴁ ᴁὠ ὠᴂᴁ ᴁὛὌ ὛὌᴂᴁ ᴁὛὠ Ὓὠᴂᴁȟ 

where: 

¶ Ὄᶰᴚ  is the row sum vector, 
¶ ὠᶰᴚ is the column sum vector, 
¶ ὛὌɴ ᴚ  is the number of strips in the rows, 
¶ Ὓὠɴ ᴚ is the number of strips in the columns, 
¶ ὌȟὠȟὛὌȟὛὠ are given as input, 

ὌᴂȟὠᴂȟὛὌᴂȟὛὠᴂ are the corresponding vectors belonging to the 
current solution.  
The effectiveness of the two methods are compared on artificial 
data sets from different image classes (0%, 10%, … 100% of object 
pixels and random images). 

[1]  G.T. Herman, A. Kuba (Eds.): Discrete Tomography: 
Foundations, Algorithms and Applications, Birkha user, 
Boston, 1999. 

[2]  H.J. Ryser: Combinatorial properties of matrices of zeros and 
ones. Canad. J. Math. 9 371–377 (1957) 

[3]  K.J. Batenburg, W.A. Kosters: Solving Nonograms by 
combining relaxations, Pattern Recognition 42(8) 1672–
1683 (2009) 

[4]  S. Kirkpatrick, C.D. Gelatt, M.P. Vecchi: Optimization by 
Simulated Annealing, Science 220 671–680 (1983) 
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SERIOUS GAMES IN MOVEMENT REHABILITATION AND 
IN THE DIAGNOSIS OF VISUAL PROBLEMS 

Veronika Szűcs, Tibor Guzsvinecz, Mostafa Elgendy, Cecília 
Sik-Lányi 

Department of Electrical Engineering and Information Systems 
University of Pannonia 

Developing applications in virtual reality is one of the most 
dynamically growing areas in the field of Information Technology. 
The user base of these applications is increasing day by day as the 
user interaction becomes more easy due to the technological 
improvements. With the spread of the virtual reality technology 
new possibilities become available which can be used in 
rehabilitation, in school and in recreational activities. 
The topic of gesture recognition connected with rehabilitation or 
diagnosis is a yet unexploited field. The enormous counting 
performance of computers supplemented with the recently 
available cheap and easily accessible and manageable 
technologies open up new opportunities.   
The paper only processes a smaller segment of authors’ work, 
which is supporting the rehabilitation of stroke patients with 
computer assisted gesture analysis and briefly introduces a 
diagnostic application for visual problems.  
Unfortunately, between the school-aged children there are more 
and more who has visual problems. The visual acuity test of 
preschool and primary school children is a big question. Eye 
exams for children are extremely important, because 5 to 10 
percent of preschoolers and 25 percent of school-aged children 
have vision problems and the risk factors are increased. In the 
vision testing game the children’s task is only catching an object 
and pushing it to the final position of a track. This type of game 
will help the user (parents and pre-school teachers) to discover 
the children’s visual acuity problems. 
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The increasing number of people living with post stroke aftermath 
has stimulated the search for novel ways of providing post stroke 
rehabilitation without putting additional stress on overburdened 
health care systems.   
The introduced movement rehabilitation games can be controlled 
by simple repetitive movements, thus the boring physical 
exercises became the control resources for games. The emphasis 
moved from the practice to the control of the game, the users’ 
viewpoint has changed, and this makes them more motivated. 
Both of the applications can be used at home or in the 
rehabilitation centers, schools or kindergartens. The games have 
a user-friendly user interface. The movement rehabilitation game 
keeps the gaming experience and complements the traditional 
movement therapy, thus encouraging patients to continue to 
practice. 
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Nowadays, designers usually use more detailed 3D models in 
animation movies or computer games to improve the quality of a 
scene. The handling of these models is difficult in certain cases, so 
many deformation techniques (e.g. Mean Value Coordinates, 
Harmonic Coordinates) appeared in the last years to reduce the 
cost of the model manipulation. To properly use these cage-based 
deformation techniques, we have to define a coarser triangle mesh 
(so-called cage) which envelops the original model. The 
construction of the cages is a time-consuming and tedious task, so 
different methods have been released to help this process, but 
they are often not optimized. In this poster, a novel method is 
presented for creating cages for 3D triangulated models 
automatically. Experimental results and demonstrative pictures 
are also shown. 
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PARALLEL SURFACE RENCONSTRUCTION 
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Various augmented and virtual reality (AR/VR) applications have 
emerged in the past years and their popularity are still increasing. 
Most of these applications work near real-time, posing low-
latency requirements against the algorithms to be used. 
Furthermore, with the advent of small depth cameras and sensors 
suitable for mobile devices new opportunities for more accurate 
reconstruction of the 3D environment can be exploited, resulting 
in better user AR/VR experiences. However, the high 
computational complexity of 3D mesh generation from 
continuous 3D point cloud streams requires strong processors 
that have high energy consumption, leading to low battery life of 
mobile devices.  By moving the processing to mobile edge 
computing nodes deployed close to the subscriber, the smart 
phones can be offloaded and thus their battery life can be 
extended.  Our objective is to create a highly-scalable method for 
near real-time 3D mesh generation by exploiting the advances of 
mobile edge computing infrastructures. To this end, an existing 
triangulation algorithm called Greedy Projection [1] is used for 
triangulation. The proposed method splits into the following 
steps: 1) An Octree is used to segment the incoming point clouds 
into partitions that are then process in parallel.  
Every voxel defined by a leaf node of the Octree represents a 
subset of the incoming point cloud. 2) After filtering and 
smoothing the raw point clouds, the Greedy Projection method 
calculates a partial 3D mesh for each voxel. 3) A method is applied 
to merge the generated partial 3D meshes. 



 

пу 

The triangulation phase of the proposed solution is highly 
scalable, and is suitable for running in a mobile edge cloud 
environment. By moving the processing to the cloud, the smart 
phones can be offloaded, resulting in longer battery life-time and 
thus better user satisfaction. 

[1] Z. Cs. Marton, R. B. Rusu, M. Beetz: „On Fast Surface   
Reconstruction Methods for Large and Noisy Point Clouds” 
ICRA'09 Proceedings of the 2009 IEEE international 
conference on Robotics and Automation 
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Privacy is the ability of an individual or group to seclude 
themselves, or information about themselves, and thereby express 
themselves selectively. The increasing usage and popularity of 
web services indicate the likelihood of privacy disclosures. Data 
breach is the number one threat according to Cloud Security 
Alliance [1]. Users generate a high amount of data by using online 
services, and also while accessing these services, users 
unknowingly agree to the privacy policy of the service providers 
through which service providers authorize themselves to collect 
and share users’ personal data. Due to the new targeted 
advertising methods there is an increasing reliance on customer 
data. 
In our work we show the two possible aspects of where our extra 
securing layer fits in: client side protection, and an encryption 
proxy. OpenWebCrypt, our client side protection is implemented 
as a browser extension, that binds to the selected web-services 
(eg.: google calendar) and encrypt/decrypt the data in the 
background. CrypsotrePi, our proxy solution runs isolated from 
the client. It’s able to store several accounts, for several services 
(eg.: Dropbox, Megaupload, FTP). When the client access a service 
that deals with confidential data, communication is routed 
through CrypstorePi that adds the extra layer of security 
transparently. The extra keys are stored inside the box, and are not 
accessible directly by the client making the users unable to 
compromise their credentials. Choosing the right encryption 
method is key to make both systems secure while still being able 
to handle the load of a regular user. 
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[1]  (2016) The treacherous twelve cloud - computing top 
threats in 2016. [Online].  
Available: https://cloudsecurityalliance.org/group/top-
threats 
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